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RESEARCH ON DIFFERENTIAL CRYPTANALYSIS
BASED ON DEEP LEARNING

Abstract. In the age of pervasive connectivity, cryptography is a vital defensive measure for
information security, and the security of cryptographic protection is of critical importance. Deep
learning technology has recently made significant strides in areas like image classification and
natural language processing, garnering considerable interest. Compared with classic cryptographic
algorithms, modern block ciphers are more intricate, and the mappings between plaintext and
ciphertext are less distinct, rendering the extraction of plaintext features from ciphertexts by neural
networks as almost infeasible. However, the symbiosis of deep learning and traditional differential
cryptanalysis holds promise for enhancing crypto-attack performance. Thus, the integration of deep
learning theory and methods into the field of cryptography is becoming a significant trend in
technological advancement. In this context, cryptanalysis is progressively developing in the
direction of intelligence and automation, with an increasing number of researchers employing deep
learning to assist in cryptanalytic tasks. This review aims to delve into the current research trends
surrounding deep learning-supported differential cryptanalysis. It commences with a thorough
recapitulation of differential analysis in cryptography and introduces common models in deep
learning, along with their characteristics. Moreover, it encapsulates the design of differential
classifiers powered by deep learning, inclusive of various optimization techniques utilized within
these algorithms. The paper also posits directions for future research focus. Despite challenges, deep
learning possesses vast potential in reinforcing conventional differential cryptanalysis, providing
deeper insights for security analysis and response strategies, and serving as a valuable tool and
perspective for the design and appraisal of future cryptographic solutions.

Keywords: deep learning; differential cryptanalysis; differential classifiers; convolutional neural
network.

INTRODUCTION

With the development of computer technology and communication technology,
information security has become an important factor affecting the development of a country
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and society. Cryptography plays a pivotal role in ensuring information security, which is widely
used in personal privacy protection, business trade, national defense security and other fields
[1]. Cryptanalysis is an important branch of cryptography and an important part of intelligence
analysis for military activities. The most representative of these statistical analysis methods is
differential analysis.

CONTRIBUTION OF THIS INVESTIGATION

1) We present a comprehensive review of differential analysis in cryptography.

2) We outline deep learning models, such as Convolutional Neural Networks (CNNSs)
and differential perceptrons.

3) We provide an overview of the design of differential distinguisher models based on
deep learning and discuss various optimization strategies adopted by these
algorithms.

4) We explore different application areas of cryptographic analysis and identify key
lessons for future research exploration.

BASIC PRINCIPLES OF DIFFERENTIAL CRYPTANALYSIS

Differential cryptanalysis is an effective cryptanalysis method for block ciphers, and
whether a block cipher can successfully resist differential cryptanalysis has become an
important index to measure the security of this cipher algorithm. The main idea of differential
cryptanalysis is to obtain some guess information of the key by analyzing the probability non-
uniformity of the ciphertext generated by the fixed input differential in the differential
propagation, and then reduce the candidate key selection space.

In 1990, Israeli cryptographers Biham and Shamir [2] first proposed differential
cryptanalysis, which belongs to the plaintext attack method and is often used to distinguish
encrypted ciphertext from random data. Its basic idea is to find a differential path with high
probability by analyzing the possible defects in the cryptographic algorithm, and use the
differential path to build a differential distinguizer. Because of its characteristics, differential
cryptanalysis is very effective in breaking iterative cryptosystems. Therefore, differential
cryptanalysis is usually used as the breaking algorithm of iterative block ciphers, and it is also
one of the important indicators to measure the security of ciphers, which plays an important
role [3] in cryptanalysis and related fields of cryptographic security.

Definition 3.1: For random differential ciphertext pair data, its probability distribution
1

isP (a, ) =—.
Zm
Definition 3.2: When the input differential and output differential satisfy the given differential
path, the input ciphertext is called a correct pair, otherwise it is called an error pair.

According to the above definition, when ay — 1round difference is found and the probability
is greater than zim the y — 1 round fixed differential ciphertext pair can be distinguished from the
random differential ciphertext pair. Using the differential distinguizer, the attack steps are
summarized as follows:

Step 1: According to the block cipher that needs to be attacked, a differential distinguizer is
designed to find y — 1 the high probability differential characteristics of the round block cipher
algorithm(a, B).
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Step 2: According to the classification results of the above differential distinguisher, for all
candidate keys,g;, 0 < i < 2! — 1, count from 0 (is the length of the key).

Step 3: Randomly select the plaintext X and X* = X @ a ,encrypt it with the same candidate
key k to obtain the ciphertext the response Y and Y*.

Step 4: Filter the obtained ciphertext pair, retain the filtered ciphertext pair(Y,Y*), decrypt it
with the keyg;, and calculate the difference A, if A= 8 the candidate key count of the shadow is
added by 1.

Step 5: Sort all the counters according to the size of the value, and select the corresponding
key with the larger counter value as the candidate key value after screening.

Differential cryptanalysis is a chosen plaintext attack method. A differential distinguizer is
designed to find the high probability differential feature in the encryption algorithm, and the fixed
differential ciphertext pair is distinguished from the random ciphertext pair in the block cipher, and
the candidate key is screened on this basis. Namely a cop partition can found a y — 1 round high
probability difference, it can be y — 1 round of fixed difference cipher encryption algorithm and
random ciphertext to separate, using the differential partition, the block cipher can be a candidate
key filtering attacks. Differential cryptanalysis of the flow diagram is shown in Fig. 1.

According to the flow chart and basic steps of differential cryptanalysis, all ciphertexts
obtained can be filtered once according to the output results of the differential distinguizer
during differential cryptanalysis, which reduces the candidate key space, greatly reduces the
number of keys that need to be guessed in the subsequent key recovery attack, and reduces the
complexity of differential cryptanalysis. Therefore, how to design an effective differential
distinguisher is the core step in differential cryptanalysis. The function of the differential
distinguisher is to distinguish the fixed differential pair from the random differential ciphertext
pair, which corresponds to the binary classification task in machine learning. Therefore, the
deep learning method can be used to design a classifier to replace the traditional differential
distinguisher, so as to further improve the performance of the differential distinguisher by
taking advantage of the advantages of neural network in feature extraction and other aspects.

) . | Findling a high-
encryption algoritim [ 3 probability differential path

Fig. 1. Schematic diagram of differential cryptanalysis process
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In all current cryptanalysis methods, the core idea of cryptanalysis is to design an effective
cipher distinguisher, and use the classification results of the distinguisher to reduce the candidate
key space, so as to reduce the difficulty of further cryptanalysis. It is often used to distinguish
between plaintext and ciphertext to assist cryptanalysis. In the traditional differential analysis, the
first thing is to find a high probability differential feature, and then construct the differential
distinguisher through the high probability differential feature. The construction of the differential
distinguisher depends more on the possible defects of the algorithm itself, and the construction
process relies heavily on manual derivation, which greatly slows down the cryptanalysis process.
In recent years, relying on automated search technology to find differential distinguishers has
gradually become the mainstream method [4] of differential distinguisher construction.

In order to improve the accuracy of neural discriminators, researchers have explored two
main directions. One of the popular directions is changing the format of the neural discriminator’s
input data, another ones — is using deep learning to build different neural networks.

DESIGN OF DIFFERENTIAL CLASSIFIER BASED ON DEEP LEARNING

There are a variety of machine learning algorithms, such as support vector machine
algorithm, naive Bayes algorithm, decision tree algorithm, expectation maximization algorithm,
artificial neural network algorithm, and so on. Now deep learning has become a research hotspot
in machine learning. The common models include multilayer perceptron, deep neural network,
convolutional neural network, recurrent neural network, long short-term memory network, etc
[5]. Convolutional neural network is suitable for many fields such as natural language
processing, speech processing and computer vision. Recurrent neural networks have great
advantages in processing sequential information and speech.

Deep Learning models

1) Convolutional Neural Network (CNN). At the end of the 20" century, convolutional
neural networks began to appear in people’s field of vision. With the concept of deep learning
proposed, its related applications have been developed rapidly, and significant results have been
achieved in many fields [6]. Fig. 2 shows the specific composition of a convolutional neural
network. It mainly consists of five parts, and the corresponding explanations are as follows: at
the Input layer the data samples processes; at Convolutional layer extracts features from the
data and scans the entire sample vector space through the convolution kernel, which is a smaller
matrix. At Pooling layer: after the Convolutional layer, it mainly selects the features obtained
in the previous step and filters the information. At Fully connected layer: belongs to the most
terminal in the network, and further performs nonlinear combination of the extracted features
to obtain the output. At Output layer solves different problems, the output is not the same.

1
T

Input layer Convolutional layer Pooling layer Fully Output layer
connected
layer

Fig. 2. Convolutional neural network
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2) Multilayer Perceptron (MLP) (classifier). Multilayer perceptron consists of three parts:
input layer, hidden layer and output layer. The number of hidden layers can be one or more. The
simplest structure is only one hidden layer (as shown in fig. 3). Each layer of the multilayer
perceptron is composed of one or more perceptron units, and each layer is fully connected, that is,
all neurons in each layer are connected to all neurons in the next layer. Each perceptron is connected
by the weight and output signal, and as the input of the next layer of network perceptron, so the
multilayer perceptron is composed of multiple perceptron units. The input of MLP is a vector (array)
through the form of full connection to each element of the overall array layer by layer to give weight
and obtain the final classification. This method is a rough learning method, directly learn all
elements of the direct linear or nonlinear correlation, but did not go to the depth of the array of better
performance features, classification effect is not good.

Hidden Layers

OQutput Layer

2 Ao\Tl’s

S AN W=
Ll SSER VI @AI&\@
=S

Fig. 3. Multilayer perceptron diagram

3) Residual Network (ResNet). In previous work, it has been believed that the deeper
the network, the more things the network can learn. However, after a large number of
experiments, when the number of layers of the convolutional neural network increases to a
certain level, its accuracy decreases, which is called network degradation problem [7].
Therefore, in 2015, He Kai-ming et al. proposed the residual network. In order to solve the
degradation problem in deep networks, some layers of the neural network can be artificially
made to skip the connection of the next layer of the neural network, connect between layers,
and weaken the strong relationship between each layer. It solves the problem that the deep CNN
model is difficult to achieve in the training process. Fig. 4 shows the structure diagram of the
residual network:

X

Caonvolutional
Layer

relu

F(X) Convolutiona
Layer

y=F(x)+x
Fig. 4. Residual network

relu
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Deep learning-based differential classifier

Traditional machine learning algorithms are usually difficult to achieve good
performance in solving complex problems due to computational bottlenecks, expert knowledge
limitations and other reasons. The emergence of deep learning provides solutions for
cryptographic researchers, using the advantages of different neural network structures to build
effective differentiators. The successfully trained distinguisher model can effectively
distinguish between random data and encrypted data, and the neural network can give full play
to its own advantages when dealing with large-scale data. Therefore, the construction of an
effective neural distinguisher model has significant practical significance and research value
for the security of cryptanalysis algorithms.

The training of neural network differential classifier is a process of mining and extracting
the features of plaintext data and classifying them, so it is necessary to generate training data in
advance. When performing differential cryptanalysis, all the ciphertexts obtained can be filtered
once according to the output of the differential classifier, so as to reduce the space of candidate
keys. So that the number of keys that need to be guessed in the subsequent key recovery attack
is greatly reduced, and the complexity of differential cryptanalysis is reduced. This way, the
designing of an effective differential distinguisher is the core step in differential cryptanalysis.
The function of differential distinguisher is to distinguish the fixed differential pair from the
random differential ciphertext pair, which corresponds to the binary classification task in
machine learning. Therefore, the deep learning method can be used to design a classifier to
replace the traditional differential distinguisher. The using a neural network for future feature
extraction and in some other aspects allows improving the efficiency of the classifier.

In recent years, based on the goal of improving the accuracy of neural distinguisher,
scholars have proposed a series of improvements. These improvements include using more
ciphertext pairs as input and using more complex and powerful neural networks. Gohr proposed
a neural discriminator based on residual neural network for Speck32/64. Combined with
Bayesian optimization, Gohr further proposed a deep learning-based key recovery attack, which
was successfully applied to 11-round and 12-round Speck32/64. Compared with the traditional
cryptanalysis method, this new attack includes two additional operations in addition to
decryption. The first operation is to send the decrypted ciphertext pair to the neural distinguisher
and obtain the output of the neural distinguisher. The second operation relies on Bayesian
optimization to recommend a batch of key guesses that are most likely to be correct for
verification at each iteration. In addition, Gohr adopts a reinforcement learning mechanism to
dynamically allocate computing resources. During the attack, a batch of ciphertext structures is
generated for multiple iterations.

In each iteration, a ciphertext structure with the highest probability of matching the
correct ciphertext structure is selected to verify the guessed key. Once the maximum number
of iterations is reached, a batch of new ciphertext structures are generated and iterated again. It
is not difficult to find that the key recovery attack based on deep learning proposed by Gohr is
very different from the classical cryptanalysis method, and its time complexity is also affected
by more factors.

The neural network used by Baksi [8] is an MLP network, which was found to provide
the best accuracy and can be tuned in a very fast time. The best architecture is an MLP that uses
three hidden layers with 1,024 neurons each. The activation function is either LeakyReLU or
RelLU. The paper notes that using LeakyReL U as the activation function for a neuron allows a
small positive gradient when the neuron is inactive (for example, when the input is negative).
This is considered more balanced and is an advantage over traditional activation functions like
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ReLU for smaller networks. However, this function still performs slightly worse for networks
with many parameters.

Aayush Jain [9] simply changed the architecture of the MLP to two layers based on Baksi
and claimed that using only 2 hidden layers in an MLP network can produce results in less time
and has a better chance to avoid overfitting the data. The results are also compared with Baksi
and indeed improved.

AdrienBenamira [10] argued that the MLP module in Gower's network model was not
necessary. In this paper, the LGBM (Lightweight Gradient Boosting decision Tree) model was
replaced with the MLP module. The specific operation is to retain the first layer of MLP and
use its output as the input of LGBM. The table of experiments shows that the accuracy of
LGBM is close to that of Gower's model, and is better than that of random forest, support vector
machine, etc.

The neural network in YiChen [11] (in addition to the input and output layers) is divided
into two large modules. The first module is used to extract features for ciphertext pairs. The
structure is a convolutional layer with 32 filters and a kernel size of 1x1, followed by a batch
normalization layer and a ReLU activation function (called modulel). The second module is
used for probability estimation. The second module is divided into 4 small blocks: 1) module2
consisting of several initial residual blocks (here, only one convolutional layer with 32 filters
and 3x3 kernels); 2) module3 consisting of a fully connected layer followed by a batch
normalization layer and ReLU activation function; 3) module4 with 643 neurons and a fully
connected layer followed by a relu activation function; 4) module5 with 644 neurons and a fully
connected layer followed by a sigmoid activation function. The experiments show that under
different k-settings, our neural discriminator can always obtain the improvement of the
discrimination accuracy. When the k-samples misclassified by the baseline discriminator are
combined into one group, our neural discriminator can still correctly distinguish the
probabilities with a non-negligible probability. This indicates that the neural discriminator
successfully captures these features, and the improvement in accuracy of discrimination
accuracy also comes from the derived features.

Zezhou Hou [12] chose ResNet (Residual Network) as the neural network. This residual
structure uses “ReLU” as the activation layer, and “Conv1D” as the basic convolutional layer.
More importantly, the built ResNet hidden layer contains a total of 5 residual towers (which are
the five residual towers in Gower’s final code). The original data is first formatted and
calculated by the “Conv1D” layer, then transmitted to the structure, and finally the final result
is output through the output layer.

There is an approach where, based on SAT, the neural network distinguisher is extended
from 9 rounds to 11 rounds. For such an approach, a last sub-key recovery attack on SIMON32
for 13 rounds is proposed using 212.5 chosen ciphertexts, with a success rate of over 90%.
Compared with the traditional methods, the deep learning-based method has lower time
complexity and data complexity.

In Wengiang Tian’s paper [13], the residual structure was adjusted, that is, the activation
function and the batch normalization layer were adjusted. Together with the original version, a
total of five versions of residual structure were generated. According to the previous test results,
the batch normalization layer was the first, the activation function was the second, and the
convolution layer was finally linked with the lowest error rate and the best performance. Then,
the five structures are used to construct the differential distinguisher. However, the best
performing model does not show the highest accuracy in cryptanalysis. In this paper, we offer
our own judgment:
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1) Training accuracy does not necessarily reflect test accuracy. The model with the
highest training accuracy is usually not the one with the highest validation
accuracy, the training accuracy can only reflect the performance of the network
on the training data and only the validation accuracy can reflect the performance
of the network on new data. Therefore, the model with the highest validation
accuracy should be selected. We speculate that Gower chose neural Net(c)
because this Net(c) has high training accuracy for the 5-round distinguizer of
SPECK32/64 block cipher [14]. Based on our experimental results, it is inferred
that other networks can achieve better results on the same task.

2) Different networks have a significant impact on the training results. For the 9-
round SIMON32 cipher’s distinguisher, the highest network accuracy is nearly
0.022 higher than the lowest network accuracy. The result is in about 8% fewer
chosen plaintexts are needed in the attack.

3) The optimal network may be different for different encrypted texts, or even for
different rounds of the same encrypted segments or different input differences.
This inspires us not to rush to apply a certain model to other rounds or even other
ciphers just because it performs well on an individual n rounds.

4) Different random training data has little effect on the training results. For each
discriminator, we randomly generated 10 experiments of different chosen
plaintexts, with only negligible differences in the final accuracy.

The paper also gives some reasons why we chose resnet: in differential cryptanalysis we
want the neural network to be able to learn the characteristics of the ciphertext difference
obtained by XOR for ciphertext pairs; residual neural networks have been shown to perform
this task well.

We tried various network models, such as fully connected networks and convolutional
neural networks and residual neural networks performed well. Gower did similar work and also
obtained the best results using residual neural networks.

Runlian Zhang [15] only mentioned that there are 6 hidden layers in the network, and the
number of neurons in each layer is 512, 128, 64, 32, 16 and 2, respectively. The input layer
needs to receive ciphertext pairs. Since the block length of TweGIFT-128 cipher is 128 bits,
there are 256 neurons in the input layer. In order to improve the curve fitting ability of the
model, a nonlinear activation function called LeakyReLU. This one uses to reduce the
probability of gradient disappearance during training.

GaoWang [16] reported experimenting with 10 different machine learning model types,
including AdaBoost (AB), Decision Tree (DT), K-Nearest Neighbor (KNN), Logistic
Regression (LR), Random Forest (RF), Support Vector Machine (SVM), Multi-Layer
Perceptron (MLP), Long Short-Term Memory (LSTM), and a series of experiments.
Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). In this paper,
the effect of depth on MLP, LSTM, RNN and CNN is explored by varying the number of layers.
MLP1 is an MLP model which has only input and output layers. Unlike MLP1, MLP2 has one
additional hidden layer, while MLP3 has two additional hidden layers of neurons. LSTMS,
CNNS, and RNNS are similar.

In machine learning, hyperparameters (hyperopt) are referred to as the parameters of a
model whose values are set before the training process begins. Hyperopt is employed to find
the best parameters for each type of model. We define and compare Baksi’s multilayer
perceptron model as MLPO. The experimental results show that the accuracy of AB, DT, KNN,
LR, RF, SVM and MLPO is lower than that of MLP, LSTM, RNN and CNN, which indicates
that MLP, LSTM, RNN and CNN are more suitable for building a differential classifier. At the
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same time, considering the speed issue, LSTM and RNN are not suitable, because the recurrent
layer of LSTM requires high memory and computation, and the long-term dependence makes
the speed of RNN too slow. Also, a model with only one input-output layer is enough to get the
best results with the help of Bayesian optimization, so there is no need to consider deeper
models. The deeper the model, the longer it will take to build the classifier. Therefore, CNN1
is used for experiments in this paper.

In this paper [17] Emanuele Bellini reviews two distinguishers. The first one is called
time distributed distinguisher, and there is no innovation in input/output and loss function. The
innovation is that the hidden layer is divided into two parts: the first part is the time distributed
network of, and the second part is the multilayer perceptron in the classical definition. In the
first part, the input is split into four 32-bit blocks, each representing one of the four blocks that
make up the two ciphertexts, and we pass each block separately to two 32-neuron dense layers
(in our case, the perceptron). The name “temporal distributed” comes from a method that is
common when dealing with temporal data, whereas in this network it is treated as if the blocks
were processed separately, without letting their values influence each other. The output is four
32-bits vectors, which are flattened and concatenated into a 128-bits vector. This 128-bits vector
will be the input for the second part. The second part consists of three fully connected layers of
64, 64 and 32 neurons that eventually go into the output layer. The idea of splitting the network
into two parts comes from the fact that in both ciphers, the output is calculated separately as
two different parts. The experimental results prove that the distinguisher outperforms the
traditional discrimination by a considerable margin. We also demonstrate that we also show
that these results can be achieved without excessive computational power in the round reduced
version of the cipher.

Heng-Chuan Su’s network [18], like Gower’s, is single-bit slice convolutional with
residual structure with dense connected layer. This layer functions as the main prediction
structure. The innovation lies in the combination of topological structure and neural network.

The difference between topological differential neural network discriminator and
differential neural network discriminator is the input data and the dense layer. Experiments
show that these results can also have good results in the case of low data volume. The
differential classifier based on neural network. It has good accuracy on 6-round Simon32/64.
When the input difference is constant as A =0x0000/0x0008, the success rate of the
distinguisher gradually decreases with the increase of the number of rounds. On 10-round
Simon32/64 cipher, the analyze success rate is close to 0.5.

SUMMARY OF THIS ARTICLE

The security analysis of a lightweight block cipher is mainly determined by the quality of
its distinguisher model. Indeed, as deep learning technology advances, cryptographic
researchers worldwide are increasingly turning their attention to employing deep learning
methods for constructing distinguisher models for cryptanalyze applying. Currently, it is
promising to explore the methods of constructing a differentiator based on deep learning and
its influence on the parameters of the neural network model. Given the application of deep
learning models in the differential cryptanalysis of block ciphers, we find it logical to choose
and describe the method of constructing a differentiator based on deep learning. Following this,
we will proceed with training a neural network differentiator based on CNN, MLP, and ResNet
models. Furthermore, the discriminators trained by the two methods were compared.
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In the experiments, it was found that different neural network models have different

effects during training on the differentiator for cryptographic algorithms. Since the construction
of the differential classifier is a precomputation process in cryptanalysis, once it is trained, it
can be used continuously in the subsequent cryptanalysis. Therefore, even if a large amount of
time is spent training the neural network differential distinguisher to improve the accuracy of
the distinguisher in the early stage, it is still effective for cryptanalysis.

FURTHER RESEARCH DIRECTIONS

Although deep learning has a certain application in the field of cryptography, its

application in the field of cryptanalysis is still in its infancy, and there are many problems to be
solved. Summing up all the above, authors believe that the following problems need to be
further studied:

Lo

1)

2)

3)

4)

The combination of ciphertext pair and ciphertext difference is used as the input
of the neural network model, although the accuracy and the number of rounds of
the distinguisher are improved to a certain extent, it can be further optimized for
the data set. In the future work, the idea of multiple differential cryptanalysis can
be introduced into the differential neural distinguisher model, and the ciphertext
groups and ciphertext difference groups can be generated through several input
differences with high probability as the input of the model, and the key recovery
attack can be constructed on the basis of this work.

The deep learning model is often regarded as a black box, which makes it difficult
for us to deeply understand its internal logic and decision-making process.
Therefore, researchers may not be able to accurately interpret the output of the
model when performing differential cryptanalysis, which reduces the credibility
of the security assessment.

Current researches on deep learning-based block cipher cryptanalysis focus on
neural differential cryptanalysis, and no results have been found on the
combination of deep learning and other traditional cryptanalysis methods.
Differential cryptanalysis is inevitably and more calculated difficult for new
ciphers. In summary, the combination of deep learning with other cryptanalysis
methods is a worthy research direction.

At this stage the data used to train the differentiator is generated by random
methods then differential computation, and then encrypted to obtain the training
dataset. There are many advanced dataset processing methods in the field of
artificial intelligence, and whether these methods can be introduced into the
construction of cryptographic differentiator datasets is a question that this paper
plans to investigate in the future.
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JOCIIIKEHHA TUOEPEHIIAJIBHOT'O KPUIITOAHAJII3Y HA OCHOBI
I''IMBOKOI'O HABYAHHSA

AHoTanis. B enoxy rino0anbHOro JOMiHYBaHHsI KOMIT FOTEPHUX CHCTEM Ta Mepex Kpunrorpadis €
JKUTTEBO BAXIIMBUM 3aC000M 3axucTy iH(popmalii, a Oe3rneka KpunrorpadiyHoro 3aXucry Mae
BUpiNIajbHe 3HaYeHHs. TeXHONOris ITMOOKOro HaBYaHHs HEIOJABHO JIOCATIIA 3HAYHHUX YCIIIXIB Yy
Takux cdepax, sk kiacudikaiis 300paxkeHb i 00podka NPUPOAHOT MOBH, BUKIMKAIOYM 3HAYHHMA
iHTepec y mociifHuKiB. [TOpIBHSIHO 3 KJIACHYHUMH KPUNTOrpadiyHUMH anropuTMaMmu, CydacHi
650KOBI mM(pH € CKIAAHINIUMH, a BIJIOOpaKEHHS MK BIAKPHUTHUM TEKCTOM 1 3aiumudpoBaHUM
TEKCTOM MeHII 4iTKi. L{e poOuTh BuITydeHHst QYHKIIN BiJKPUTOTO TEKCTY i3 3a1(POBAHNX TEKCTIB
HEUPOHHUMH MepexamMu Maibke HeMoxmBuM. OJHak cuM0i03 TMIMOOKOro HaBUaHHS Ta
TpaauUiHOTO TUQEPEeHIIIHOr0 KPUIITOAHAII3Y € MEePCHEKTUBHUM JJIs MiABHIICHHS e()eKTHBHOCTI
KpunrToaHaiizy. TakuM 4YuHOM, IHTerpailis Teopii Ta METOMIB INIMOOKOTrO0 HaBUaHHS B 00JIACTh
kpunrorpadii crae Ba)KIMBOIO TEHIEHIIIEI0 TEXHOJOTIYHOrO mporpecy. Y IIbOMY KOHTEKCTI
KpHIITOAHAJ3 CTPIMKO PO3BUBAETHCS Y HAMIPSIMKY 1HTENIEKTyani3alii Ta aproMaTu3anii. BimnosigHo
y IIbOMY HampsMKY 3pOCTa€ KUTbKICTh JAOCHITHHUKIB, SIKI BUKOPUCTOBYIOTh TJIMOOKE HABYAHHS JUIS
MOKPAIIEHHs] PO3B’SI3aHHS KPUNTOAHANITHYHUX 3aBlaHb. Mera wi€l orisgoBoi poboTH —
3arIMOUTHCS y TIOTOYHI TEHJEHIIT OCIHIIKeHb HABKOJO IU(EpEHIiaJbHOr0 KPUITOAHAIIZY 3
MiATPUMKOIO TITHOOKOTO HaBYaHHs. BiH MOYMHAETHCS 3 PETENLHOrO MOBTOPEHHS AU(epeHIIHOTO
aHami3y B Kpunrorpadil Ta HpencTaBise 3araibHi MOJETI TIMOOKOro HABYAHHS Pa3oM i3 TXHIMH
xapakrepucTukaMu. KpiM Toro, BiH IHKAalCyllOe€ AW3aiiH AudepeHIialbHuX Kiacu]ikaTopiB Ha
OCHOBI TTTOOKOT'0 HABYaHHS, BKIIIOYAIOYH Pi3HI METOAN ONTHUMI3allii, [0 BHKOPHUCTOBYIOTHCS B IIHX
anroputMax. Y JTOKYMEHTI TaKOXXK BH3HAUCHI HANPSAMKHA MalOyTHIX HociimpkeHb. [lonpu o3HadeHi
mpobieMu, TIMOOKE HABUYAHHSI MAa€ BENWYEC3HWH TMOTEHINall Yy 3MIIHEHHI TpaguiiHOTrO
mudepeHniiHOro KpUNToaHalizy, 3abe3medyroun OUTbIT TInboKe PO3yMiHHS IS aHANI3Y Oe3meKn
Ta CTpaTerii pearyBaHHs, a TaKOX CIYI'YIOUM LIHHAM Ta NEPCIEKTHBHHM iHCTPYMEHTOM [UIS
PO3pOOKH Ta OMiHKA MaHOYTHIX KpUITOTpadidHIX PillleHb.

KarouoBi ciaoBa: rtimuOoke HaBYaHHS; AW(EpEHIaTbHUNA KPHUITOAHANI3; Mu(epeHIiaabHi
kiacudikaTopy; 3ropHyTa HEHPOHHA MEpeXKa.
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