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OVERVIEW OF FRAUD DETECTION SYSTEMS AND
PERFORMANCE KPI DEVELOPMENT

Abstract. In this article overview was provided on several fraud detection systems, analysis result of
common scheme and development of KPIs to detect performance degradation or improvement from
business logic point of view. Four different systems were reviewed. Following FMS were developed by
Gigamon and Argyle Data cooperation, AWS, Subex, Cvidya Amdocs. Solution developed by Gigamon
and Argyle Data consists of Gigamon fabric for information collection/filtering/enrichment and Argyle
Data Fraud detection system, which is based on Hadoop technology to store collected data and analysis
results by application. AWS Fraud Detection collects NRTRDE flow and process it by using ML technics
provided by AWS. Subex fraud management system provides flexible ETL for data collection from
different sources with adjustable detection rules and ML for suspicious behavior learning. FraudView by
Cvidya Amdocs collects information from varying points like OSS/BSS, CRM customer details, Prepaid
platforms, HLR, Switch CDRs, Probe (SS7, VolP, IP) and process it by different detection engines.
Simplified processing FMS processing scheme and KPIs based on different timestamps were made.
Following conclusions were made: In reviewed FMS was noticed that instead of using traditional
NRTRDE and TAPS3 file formats, data can be collected directly from network by using network tap or
port mirroring with next data enrichment, cleaning, formatting for fraud detection system to consume.
Following real time method can be realized by using probes to perform data preparation or some complex
solution described by Gigamon; Detection is performed by rules, provided by vendor or by ML modules,
which learns behavior of subscriber in order to create detection rules. Most of systems allow to modify
threshold of following rules in order to meet system user demands to check data within specific time (for
example fraudster night calls to subscriber) or detect specific number of suspicious sessions, etc; In order
speedup fraud detection hotlists, whitelists can be used for enrichment to filter out fraudsters, emergency
or business numbers. Geographical location can be used to identify fraudster’s location within network
and make correlation with other possible fraud sessions; During analysis of each FMS architecture, 3
processing stages were highlighted, which allowed to create simple KPIs for business logic and data
arrival check; Developed methodology allows to check data arrival and fraud recognition with used data
type to define which information provides better detection or view on rules for detection in order to show,
which of them should be adjusted.

Kmouosi cioBa: FMS; ML; ETL; Hadoop; AWS; RDBMS; SS7; VolP; IP.

INTRODUCTION

With telecommunications development a lot of services have evolved. Same can be said
for telecommunications fraud detection:

TAP3 CDR format was developed at 1991, which is delivered within 30 days after
call was made;

NRTRDE CDR format which is mandatory since 2008. Following files delivered
within 4 hours after call was made.
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Currently on market we can see a lot of FMS (Fraud management system) and fraud
detection. Some of them based on ML, some instead of mentioned above file formats use data
from other sources. While part of solution requires dedicated hardware for each module, others
prefer virtualized infrastructure.

Based on following differences the most common questions will be:

—  Which solution company should choose?
— How to measure KPI of such system?
— How detection depends on data type and technology used by solution?

The purpose of following study is to define technical KPIs for fraud detection system in
order to detect performance degradation or improvement of business logic in fraud detection
system workflow.

To achieve defined purpose next tasks should be done:

— Analyze module, subsystems used in FMS in order to define stages of each
processing.

— Propose simplified scheme with stages of data processing in Fraud detection
system.

— Define KPIs, based on timestamps of each processing stage in FMS.

ANALYSIS OF EXISTING FMS CAPABILITIES AND MODULES

To define common parts and features in fraud detection system, let’s take a look at some
solutions:

The Gigamon and Argyle Data Joint Solution [1] — [2] consists of Gigamon fabric
solution and Argyle Data Real-Time Fraud Analytics Hadoop Application. Gigamon fabric
solution (Fig. 1) implements real-time data collection by network tap installation between
servers with VNF (virtualized network functions), leaf switches, “spine” switches, routers or
port mirroring with data masking and filtering, duplication cleaning, source labeling, time
stamping, packet slicing, etc.
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Fig. 1. Gigamon fabric scheme
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Argyle Data Real-Time Fraud Analytics Hadoop Application [3] (Fig. 2) collects

information to data access, stores and manages data in Hadoop with help of RDBMS (Relational
database management system). In the next step applications like statistical analysis,
Bl/Reporting, Ad Hoc Analysis provide processing of data from Hadoop and write down results
back to it, so user can have access to processing results.
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Fig. 2. Argyle Data FMS structure

AWS Fraud Detection [4] provide NRTRDE data processing by using ML, which works
in next way (Fig. 3):

1.

At training time, telecom data is batch transferred or streamed using Amazon
Kinesis, into an Amazon Simple Storage Service (Amazon S3) bucket with help
of AWS Glue Data Catalog to catalog the data.

Data is feature engineered using Amazon SageMaker Data Wrangler and
transformed into features. Data can be sourced direct from Amazon S3 or using
Amazon Athena queries. Features are stored in Amazon SageMaker Feature Store.
A custom (classification) model for fraud detection is trained using Amazon
SageMaker. The model is tested and validated to ensure the model is regularized
and performant for real-world use.

Trained models are stored in Amazon SageMaker Model Registry to track and
manage the model over time.

Amazon SageMaker Model Monitor is used to monitor model quality over time,
including data and model quality, and bias drift.

Once all tests for accuracy and performance have passed, the model is deployed
using Amazon SageMaker endpoints to support near real-time inference. Amazon
SageMaker endpoints help manage scalability, efficient operation, and reliability.
At inference time, data from the telco and partners is streamed in using Amazon
Kinesis to an AWS Lambda function. Amazon API Gateway provides features to
control access to the model endpoint. The fraud detection result produced by the
model can then be consumed by the telco.
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Fig. 3. AWS Fraud Detection flow

Subex fraud management system [5] (Fig. 4) collects data by using flexible and scalable
ETL tools in real time from various data sources, transforms and enriches it. In next step data
is loaded to DB and gets processed by rules that can be configured on the system include
threshold rules, geographic rules, pattern rules, machine learning rules, hotlist rules, SPAM
detection rules, intrusion detection rules, and smart pattern rules. And at last alerted data is
visualized on dashboards, creates cases.
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Fig. 4. Subex Fraud Detection
FraudView by Cvidya Amdocs [6] — [7] FMS, that collects data in real time by Probes

(SS7, IP, VolIP), OSS/BSS, CRM customer details, Prepaid platforms, HLR, Switch CDRs and
other data for which processing and collection can be developed (Fig. 5).
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System works in next approach (Fig. 6):

1.

w

FMS collects data from sources on interface manager and on data management
load it in DB.

Information from DB provided to engines, which process data in different ways.
After one of engines finished processing, alerts are created and added to cases.

If another engine has detected fraud for suspected entity, which was detected
earlier, data is added to case.

In case analysis stage FMS provides CDR (Event) Analysis, client data (Billing data),
Behavioral analysis, Link analysis to find fraudsters accomplice, Fraud Pattern
analysis, Fraud scheme and Historical analysis (past calls and payment analysis).
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RESEARCH RESULT

All researched fraud detection systems have 3 stages — data loading/collection, data
analysis and alert/case creation (Fig. 7).
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Fig. 7. Common simplified FMS scheme

To estimate each stage performance for collection stage T,,; can be used, for analysis
stage Ty4.; can be used and to estimate alert/case creation T,; can be used. It is recommended
to collect statistics for 1 day to check detection at specific time like low traffic period (night
time), during business hours (network high usage time) and after business hours (evening time).
Following approach can be used for each data source separately or combined together to check
how it will improve fraud detection.

T,oy Is time difference between call/session end time (Tsession ena time) @nd time, when
CDR was loaded to Data storage (Tinsertion time)-

Tcoll = Tsession_end_time - Tinsertion_time (1)

T4ee is time difference between time of alert generation for suspected entity
(Tatert creation_time) @nd insertion time of CDR (Tsyspect insertion_time) fOr following suspected
entity

Tdet = Talert_creation_time - Tsuspect_insertion_time (2)

T.q is time difference between call/session end time (Tsession ena time) @nd time, when
alert was generated for suspected entity (Taiert creation time)-

Tcd = Talert_creation_time - Tsession_end_time (3)

In order to scale and visualize the time required to for each stage, it is possible to divide
the obtained values into intervals of 5 minutes for more accurate statistics. Intervals for 10 or
more minutes can be used depending on calculation result. To see what interval is most crucial,
weighted average time can be used.
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Where a is a number of values within each time interval, n — is number of time intervals,
Teou; — time difference between call/session end time and time, when CDR was loaded to Data

storage for each time interval, Tye,; — time difference between time of alert generation for
suspected entity and insertion time of CDR for suspected entity each time interval, T.q; — time

difference between call/session end time and alert generation time for suspected entity in each
time interval.

CONCLUSIONS

1. Inreviewed FMS we can see that instead of using traditional NRTRDE and TAP3
file formats, data can be collected directly from network by using network tap or
port mirroring with next data enrichment, cleaning, formatting for fraud detection
system to consume. Following real time method can be realized by using probes
to perform data preparation or some complex solution described by Gigamon.

2. Detection is performed by rules, provided by vendor or by ML modules, which
learns behavior of subscriber in order to create rules. Most of systems allow to
modify threshold of following rules in order to meet system user demands to
collect data within specific time (for example fraudster night calls to subscriber)
or detect specific number of suspicious sessions, etc.

3. Inorder to enrich and speedup fraud detection hotlists, whitelists can be used to
filter out fraudsters, emergency or business numbers. Geographical location can
be used help to identify fraudster’s location within network and make correlation
with other possible fraud sessions.

4. During analysis of each FMS architecture, 3 processing stages were highlighted,
which allowed to create simple KPIs for business logic and data arrival check.

5. Developed methodology allows to check data arrival and fraud recognition with
used data type to define which information provides better detection or view on
rules for detection in order to show, which of them should be adjusted.
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OI'JISII CUCTEM PO3II3HAHHS IIAXPAMCTBA TA PO3POBKA
KOE®IIIEHTIB JJI1 BUSHAUYEHHS iX EGEKTUBHOCTI

AHoTanisi. B 1iif crati Oys0 HaBeIEeHO OMUC JCKUTLKOX CHCTEM BHSBIICHHS IIaXpaiCTBa, CHIPOIICHA
3arajbHa cxema, 1o OyJio CTBOpeHa Ha 0a3i OnIAAy CXeM, Ta pPO3pOOJICHO KITIOYOBI MOKa3HUKU
e(beKTUBHOCTI 151 BiZICTEKEHHS MOKpalleHHs a0o MOripIIeHHs MPOAYKTHBHOCTI 3 TOUKH 30py Oi3HecC
sorikd. bymu posrsanyti 4 cucremu. L{i FMS Oymu po3po6ieHi koorepariieto kommaniid Gigamon Ta
Argyle Data, AWS, Subex, Cvidya Amdocs. Kommekec pospobnennii Gigamon ta Argyle Data
ckianaerbest 3 Gigamon fabric mis 300py, QinkTpyBaHHS, JOMOBHEHHS iH(pOpMaIli Ta CHCTEMH
po3mi3HaHHs maxpaiicrBa Argyle Data, o nodynoana Ha TexHoorii Hadoop nuist 30epiranss 3i0paHux
JIaHUX Ta pe3y/bTaT aHamizy nonatky. AWS Fraud Detection 36upae norik NRTRDE Tta 06pobiioe 3a
JIOTIOMOT0k0 MarMHHOro HaBuanHsg AWS. Cucrema po3iizHaHHS [IaxpaiicTBoM Subex HaJlae rHy4Kuit
ETL nns 300py naHuX 3 pi3HHX JDKEPEI, IPaBUiia BUSBJICHHS 3 MOXKIIMBICTIO pearyBaHHs Ta MallIMHHE
HaBYaHHsI JUIsl BUBYECHHS I1i103pisioi moBeniHkyu. FraudView Bin Cvidya Amdocs 30upae indopmariito 3
pizaux Touok sik OSS/BSS, CRM, 6ininroeux miatgopm, HLR, CDR 3 komyraropis, Probe (SS7, VolP,
IP) Ta 0OpoGisie Tl pisHMMH MeXxaHi3MaMH BUSIBIICHHSL. Byii cTBopeHi cripolieHa cxema o0pooku FMS
Ta KJIFOYOBI MOKAa3HUKK e()eKTUBHOCTI HA OCHOBI PI3HMX YacOBMX MO3HA4YOK. Byim 3pobineHi HacTyrHi
BUCHOBKM: y PO3IJSIHYTHUX CHCTeMax pO3Ii3HaHHs IaxpaiictBa Oysio BHSBICHO, IO 3aMiCTh
BUKOpHCTaHHs Tpaauiiiaux dopmaris daitzis NRTRDE i TAP3, nani moxkHa 30upatu Oe3mocepeHpo
3 Mepexi 3a JONOMOrOI0 MEpEeKEBOro BiraiyKyBada a0 BiJJ[3epKaJeHHS IOPTY 3 HACTYITHUM
30arayeHHsM, OYMIIEHHAM, (OPMATYBaHHAM JAHMX JUII BUKOPUCTAHHS CHUCTEMOIO BHSBIICHHS
maxparictBa. OnucaHuii MeTo MoXke OYTH peati3oBaHHi 3a JOMOMOrOF 30H/IIB IS IMiATOTOBKU JaHUX
abo NesKoro KOMIUIEKcy, omcaHoro (Gigamon; BusBIEHHS BHKOHYETHCS 3a NPaBIJIAMH, HaJaHAMH
MOCTAYAILHUKOM, 200 MOIYJSIMH MAIIMHHOrO HABYAHHS, SIKI BHBYAIOTH ITOBEIIHKY aOOHEHTA ISt
CTBOpPEHHS TPAaBWI ISl PO3II3HAHHS. BUIBIIICTH CHCTEM JI03BONISIOTH 3MIHIOBATH HAJAINTYBAHHS
TIPaBHII, 00 3aI0BONBHUTH BUMOTH KOPHUCTYBada CUCTEMH LOJI0 IIEPEBIPKU JAHHX MPOTATOM IIEBHOTO
Yacy (HATIPUKIIa[I, HiYHI I3BIHKH SIKi 3[[IHCHIOIOTH 1axpai Ha aOoHeHTa) 200 BUSIBJICHHSI IEBHOI KUTBKICTh
MI03pUTHX ceaHciB Ta ToMy mofnioHe; 11106 mprcKopUTH BHSBIIEHHS MIaxpaiicTBa CIHUCKA HOMEPIB
MO)KHa BUKOPUCTOBYBATH JUTsl (DLIIBTPALii HOMEPIB IaxpaiB, eKCTpeHHX cay:k0 uu 6i3Hecy. ['eorpadiune
pO3TanIyBaHHS MOXXe OYTH BUKOPHCTaHE JII BU3HAYEHHS MICIIE3HAXOMKEHHS IIaxpas B MEpexi Ta
BCTAHOBHUTH B32€MO3B’S30K 3 1HIIMMH MOMKIIMBHMH CE€aHCaMH Iaxpaiictsa; I[1in gac anamizy KOXHOL
apxitektypu FMS Oymo BumineHo 3 eramu oOpoOKH, IO JO3BONMIO CTBOPHTH MPOCTI KITIOYOBI
TOKA3HUKU e(EeKTUBHOCTI Ul Oi3HEC-IOTIKA Ta TepeBIpKM HAIXOKEHHS JaHuX; Po3pobieHa
METOJIONONisl  JI03BOJISIE TIEPEBIPUTH HAAXOKEHHS TpadiKy Ta pO3MI3HABAHHS IlAXpaicTBa 3
BHUKOPHCTOBYBAHHM THUIIOM JIAHHUX, 100 BU3HAYUTH, sIka iH(opMallis 3a0e3reuye Kpaile BUsSBICHHS, 200
TIeperJITHYTH TIPaBIIIA BUSBIICHHS, 100 ITOKA3aTH, SIKi 3 HAX CILJ BiIKOPUTYBaTH.

Kuarouosi cioa: FMS; mammnne Hapuansst; ETL; Hadoop; AWS; RDBMS; SS7; VolP; IP.
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